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ABSTRACT: This work is devoted to the study of diagnostic tools for categorical data
models with an emphasis on the presence of continuous covariates. In particular, the
aim is to define a new class of residuals from the parametric multinomial family of
models and to study their asymptotics properties. In logistic regression (as in general-
ized linear models), there are a few different kinds of residuals; we propose a general-
ization of deviance residuals as defined in logistic regression to the multinomial case
and propose their use in order to identify inadequacies in a multinomial model.
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1 Introduction

Multinomial logistic regression is often defined as a simple extension of binary
logistic regression that allows for more than two categories of the dependent or
outcome variable. Like binary logistic regression, multinomial logistic regres-
sion uses maximum likelihood estimation to derive the probability categorical
membership and requires diagnostic methods based on residuals analysis in
order to evaluate the model adequacy.
As it is known, the residual vector from the linear model y ∼ N(Xβ,σ2In)

with X an n× p matrix of rank p, is given by r = y− ŷ, where ŷ = X β̂ and
β̂ is the last squares estimator of β. If the model is correct, the n residuals
ni have zero means, variance matrix σ2(I−P), where P is the projection ma-
trix X(X ′X)−1X ′, and they are uncorrelated with the fitted values ŷi. When
non linear models are fitted, residuals do not yet share these useful properties.
So, in order to overcome these problems one possibility is to use the so-called
adjusted residuals (Haberman,1973) or the projected residuals as defined in
Cook & Tsai (1985). Unfortunately, these diagnostics are valid only under
the requirement of reasonably large sample sizes. One problem of using such



methods is the lack of guidelines about the right sample size necessary to war-
rant their use. In absence of such guidelines, the validity of these methods may
be questionable and alternative residuals which do not depend on this require-
ment may be used. Aim of this paper is to define a new class of residuals for
multinomial regression which behave as much as possible like linear regres-
sion residuals. So, after a brief remind on multinomial regression models, in
the third section a new definition of deviance residuals in multinomial regres-
sion is proposed; in the fourth section an application to neurological data is
presented to deal with a new multiple diagnostic plot. Some ideas for future
work conclude this paper.

2 The multinomial logistic regression model

Multinomial logistic regression is a generalization of classical logistic regres-
sion to the polytomous case. Let J be the number of discrete categories of the
dependent variable and Z be a random variable that can take on one of J possi-
ble values. By aggregating the data into populations each of which represents
one unique combination of independent variable settings, a column vector m
will contain elements mi which represent the number of observations in popu-
lation i, and such that ∑

M
i=1 mi = n, the total sample size. Then, if observations

are independent, then each Zi is a multinomial random variable. Let y be a ma-
trix with M rows and J− 1 columns, yi j represents the observed count of the
j−th value of Zi. Similarly, π is a matrix where πi j represents the probability
of observing the j−th value in the i−th population.

Let X be the M−rows design matrix of K explanatory variables. Let β

be a matrix with K + 1 rows and J− 1 columns, such that each element βk j
contains the parameter estimate for the k−th covariate and the j−th value of
the dependent variable. Assuming J to be the baseline, the multinomial logistic
regression model can be derived by equating the linear component to the log
of the odds of a generic j−th observation compared to the J−th observation:

log
(

πi j

πiJ

)
= log

(
πi j

1−∑
J−1
j=1 πi j

)
=

K

∑
k=0

xikβk j

with i = 1,2, . . . ,M and j = 1,2, . . . ,J−1. So, the model will consist of J−1
logit equations that are fitted simultaneously. As a consequence, J−1 residuals
can be drawn for each multinomial observation. This increase in dimensional-
ity complicates residual analyses because a generalization of classical residual
tools is required. The most simple solution consists in creating a sequence



of binary residuals by collapsing response categories. Nevertheless, resulting
binary residuals, evaluated for each threshold used in dichotomization, will
be correlated and a possible confounding could derive (Seber and Nyangoma,
2000).

3 Deviance residuals in multinomial models: a proposal

In order to overcome problems related to residuals for polytomous response
data, we propose an extension of standard deviance residuals (McCullagh and
Nelder, 1999). Starting from the multinomial log-likelihood:

Log(π;y) =
M

∑
i=1

J

∑
j=1

yi jlog(πi j)

The deviance can be derived as G = 2∑
M
i=1 ∑

J
j=1 yi jlog yi j

π̂ i j.
Then, multinomial deviance contributions di can be defined as:

di =−2
J

∑
j=1

yi jlogπ̂i j i = 1, . . . ,M (1)

with ∑
M
i=1 di = G. Given the polytomous nature of the response variable, the

extension of the definition of classical deviance residuals asks for a criterion to
univocally assign signs to these individual contributions. We propose to define
signed extended deviance residuals as below:

dr∗i j = si j
√

di ∀i = 1, . . . ,M and j = 1, . . . ,J−1 (2)

where si j = 1 if yi j = 1, si j = −1 if yiJ = 1. It is important to outline that for
each i belonging to the j-th category, ri j will be not defined out of categories
j and J. In terms of graphical representation we propose to represent J− 1
scatterplots having on the x-axis the linear predictor η̂i j for the j-th response
category and on the y-axis the corresponding j-th deviance residual. This rep-
resentation, as standard logit do, allows a graphical comparison of residuals
for the generic category j with those from the baseline J on the j−th linear
predictor scale and potentially should emphasize lack of fit.

4 A real data example

This data are from the CogItA (Cognitive Impairment through Aging) project,
a large hospital-based prospective study started in January 1999 and still ongo-
ing. We selected a large sample (2915) of patients affected by Mild Cognitive



Impairment (MCI), followed by the Department of Neurology and Cognitive
Disorders of the University of Palermo. Aim of the study was to analyze dif-
ferences in four different types of MCI depending on a set of covariates (age,
sex, education, vascular risk factors and brain lesions). A multinomial model
was fitted with the “neurologically health” subjects as reference category.
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Figure 1. Signed extended deviance residuals from a fitted multinomial model for
the Mild Cognitive Impairment (“neurologically health” subjects are the reference
category).

In Fig.1 signed extended deviance residuals from the fitted models com-
puted with (2) are plotted. In particular, residuals for the first and the third
group (a-MCI and snm-MCI) show an increasing variance with the linear pre-
dictors, suggesting some overdispersion in the data.



The plot allows to derive specific comparisons between the reference level
and the other response categories and as a consequence it makes possible to
detect where the model needs for improvements. Properties of this new class
of residuals will be studied also using simulations.
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